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A use case of intelligent APIs

* A developer wants to add an auto-tagging feature to his photo gallery
application

* He starts to use intelligent web APIs instead of building intelligent
engine from scratch

* He expected that APIs are reliable and deterministic
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Issues on intelligent APIs

Human-verified

* Low reliability of results ik e
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Previous attempt for reliabilities

* Triple Modular Redundancy
* It emits the majority module output as a system output

* Reliability of the system: P = p3 + 3p?(1 — p) = 3p% — 2p3
* Useful when improving reliabilities using highly-reliable modules
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Research questions

1. Is it possible to improve reliability by merging multiple intelligent
APl results?

2. Are there better algorithms for merging these results than currently
in use?
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Four properties of merging operators

1.

2.

3.

4.

ldentity

* R = merge(R)

Commutativity

* merge(R;,R,) = merge(R,, R,)

Reflexivity

* R = merge(R,R)

Additivity

* Let R = merge(R,R,), R' = merge(R,',R,) be merged responses.

* R, and R, are same, except R, has a higher score for label [, than R;.
* Then, R’ score for [, should be greater than or equal to R score for L.



Steps of merging

Groups labels into connected components (CCs)
Decides total number of labels
Allocates number of labels to CCs

> w N

Selecting labels from CCs



S1. Grouping into CCs

e Groups labels into connected
components of WordNet synsets

* Nodes
* Red: Labels from endpoint 1
* Yellow: Labels from endpoint 2
* Purple: Meaning (WordNet synset)




S2. Total number of labels

Zi|Ri|

n

e min(IR;D) < 2 < max(IR;l) < IRy

Zi|Ri|

n

* The proposal uses { ‘ to conform the four properties



S3. Similarity to proportional representation

 Allocating number of labels is similar to proportional representation

Proportional representation Allocation to CCs

Party CC
Number of votes to a party Number of labels in a CC
. Diff(_'.\lumber of seats Number of labels to emit
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* A CC which is supported by more endpoints should be more reliable

* In context of voting, a party which is supported by wide-range of people
should have more seats
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CC_|score | Max___|Prod | Alloc_

N 1 [0.9, 0.8], [0.9] [0.9, 0.9] 0.81 0+1
S3. Allocation to CCs T o e

3 01,107 [NA,0.7]7 NA 0
Allocating 3 labels to

3CCs N i el e
1 [0.8], [] [0.8, NA] NA 1
2 [0.7], [0.8] [0.7, 0.8] 0.56 0+1
3 [1, [0.7] [NA, 0.7] NA 0
| |
w @I mr-essresceares
1 [0.8], [] 1

* A CC with the highest product of highest i .
scores receives one allocation 3 [,[07] 0
* Remove highest scores from the allocated CC

cc |score | Max | Prod_
* |f all CCs have an empty array, remove them 1 (g [0.8] 08  1s1
2 (] (] NA 1

3 [0.7] [0.7] 0.7 0
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S4. Selecting labels

* Selects labels with n-highest scores up to number of allocation

Allocation: 2

Allocation: 1

Allocation: 0
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Evaluation

¢ Input ¢ Merge operators
* 1000 images from Open Images * Naive
dataset V4 * Min
* Max

* APl endpoints

* Average
* Amazon L. :
* Traditional proportional
* Google representation
* Microsoft * D’Hondt

* Hare-Niemeyer
* Proposed



Evaluation result 1

* Merging Amazon results and Microsoft results

* All three PP-based methods performs better than Amazon
* RQ1 is true

Microsoft Amazon
0.202 0.246

F-measure

///\ //\
Max, Avg Min Proposal Hare-Niemeyer D’Hondt
0.234 0.237 0.250 0.253 0.262




Evaluation result 2

* Average of 4 combinations: {A, G}, {G, M}, {M, A}, {A, G, M}
* The proposal performs the best in F-measure

* RQ2 is true
_WMW
0.780  0.151 0.252
Max 0.266  0.500 0.344
Average 0.266  0.500 0.344  Correction on the paper:
D’Hondt 0.361 0.335 0.346 _';;Effg’:rznv‘jrfncg” values in
Hare-Niemeyer 0.361 0.336 0.347  F-measure values in Table 8 and

all values in Table 7 are correct.

Proposal 0.358 0.362 0.360



Conclusion and future works

* Conclusion

* The proposed method merges API responses better than naive operators and
other proportional representation methods

* The proposed method can be applied to other intelligent APIs
* If response type is a list of entity and score, and if there is a way to group entities

 Future works

* Use graph structure to improve reliability
» Selecting synsets instead of labels
* Propagating scores to synsets



